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High Performance Cluster Computing

Perform '
ance is nondeterministic and not Mmodular
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HPC is used to solve complex problems!
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Part I: Observe

Experimental design
Measure systems P J

Collect data

Examine documentation

Gather statistics

“ { f,,,
9\;5 Document process

\ Factorial design
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= Stratified random sample of three top HPC conferences for four years
HPDC, PPoPP, SC (years: 2011, 2012, 2013, 2014)
10 random papers from each (10-50% of population)
120 total papers, 20% (25) did not report performance (were excluded)

Performance results are often nearly impossible to reproduce! Thus, we need to provide
enough information to allow scientists to understand the experiment, draw own
conclusions, assess their certainty, and possibly generalize results.

TH, Belli: Scientific Benchmarking of Parallel Computing Systems, IEEE/ACM SC15



. . A st spcl.inf.ethz.ch
ETHzurich -E- e /&&J 9 @spcl_eth

Systems @ ETH s

The latency of / How did you get

1200

Piz Dora is S this number?
1.77us! ~1.2ms .
8 - :
©
S - o 0 8
[®]

| averaged 106
runs, it must be
right!

Why do you
think so? Can |
see the data?

)
MNOCAINIDD QRO R O O

0e+00

~1.77us sample

2e+05 4e+05 6e+05 8e+05 1e+06

TH, Belli: Scientific Benchmarking of Parallel Computing Systems, IEEE/ACM SC15
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Dealing with variation

The 99.9% confidence
interval is 1.765us to
1.775us

Did you assume
normality?

Ugs, the data is not normal at
all. The nonparametric
99.9% CI is much wider:

1.6us to 1.9us!

Can we test for
normality?

A A A A A A
NORMAL DISTRIBUTION

TH, Belli: Scientific Benchmarking of Parallel Computing Systems, IEEE/ACM SC15
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Looking at the data in detail

This Cl makes
me nervous.
Let’'s check!
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Image credit: nersc.gov

Clearly, the
mean/median are
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Scientific benchmarking of parallel computing systems

NN
—

ACM/IEEE Supercomputing 2015 (SC15)

Scientific Benchmarking of Parallel Computing Systems

Twelve ways to tell the masses when reporting performance results

Torsten Hoefler Roberto Belli
Dept. of Computer Science Dept. of Computer Science
ETH Zurich ETH Zurich

Zurich, Switzerland

htor@inf.ethz.ch

ABSTRACT

Measuring and reporting performance of parallel computers con-
stitutes the basis for scientific advancement of high-performance
computing (HPC). Most scientific reports show performance im-
provements of new techniques and are thus obliged to ensure repro-
ducibility or at least interpretability. Our investigation of a strati-
fied sample of 120 papers across three top conferences in the field
shows that the state of the practice is lacking. For example, it is of-
ten unclear if reported improvements are deterministic or observed
by chance. In addition to distilling best practices from existing
work, we propose statistically sound analysis and reporting tech-
niques and simple guidelines for experimental design in parallel
comontin e and codity them m g nortable benchmarkine by We

Zurich, Switzerland
bellir@inf.ethz.ch

Reproducing experiments is one of the main principles of the sci-
entific method. It is well known that the performance of a computer
program depends on the application, the input, the compiler, the
runtime environment, the machine, and the measurement method-
ology [2(0,43]. If a single one of these aspects of experimental de-
sign is not appropriately motivated and described, presented results
can hardly be reproduced and may even be misleading or incorrect.

The complexity and unigueness of many supercomputers makes
reproducibility a hard task. For example, it is practically impossi-
ble to recreate most hero-runs that utilize the world’s largest ma-
chines because these machines are often unique and their software
configurations changes regularly. We introduce the notion of in-
terpretability, which is weaker than reproducibility. We call an ex-
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Hnclude <Tubish. h> = Simple MPI-like C/C+ interface

Finclude estdlib-hs = High-resolution timers

sdefine RUNS. 16 = Flexible data collection

int main(int argc, char *argv[1){ = Controlled by environment variables
it 1, 3, rank] buffer(N); = Tested up to 512k ranks
MPI_Init(&argc, &argv); = Parallel timer synchronization

LSB Init("test_bcast", 0); ) ) ] . )
» R scripts for data analysis and visualization
MPI_Comm_rank(MPI_COMM_WORLD, &rank);

/* Output the info (i.e., rank, runs) in the results file #*/

LSB_Set Rparam_int("rank", rank); l Box Plot | Violin Plot | Combined Plot
LSB Set Rparam _int("runs", RUNS); 250
for (sz=1; sz<=N; sz*=2){
for (j=0; j<RUNS; j++){ Higher 1.5 QR
/* Reset the counters */
LSB_Res();
- 2.25
/* Perform the operation */ .
MPI_Bcast(buffer, sz, MPI_INT, ©, MPI_COMM_WORLD); @
=4 Density
/* Register the j-th measurement of size sz */ ] - 4th Al
LSB_Rec(sz); 92.00 Quartile Quartile Quatrtile
1 = A
}
a Mean Mean %
LSB_Finalize(); £ X
MPI_Finalize(); 1.75 }_Q = a}
return @; % Medi Quasrtile %
-3 edian 2
o ‘ o
= =
Lower 1.5IQR ‘ Median

S. Di Girolamo, TH: http://spcl.inf.ethz.ch/Research/Performance/LibLSB/
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We have the (statistically sound) data, now what?

0.7 [ . | | 1(n=2100)?
"~ |dgemm  + L —
0.6 £
-4
0.5 " i
— +
_ t(n=1510)? I\
», 04t | | x .
=+
i: 0.3 B ' ++ -
+
0.2 - +++ .
+
++
0.1 B : +++ i i . 5
++t Matrix Multiply
0 lllll:J_—-!-|-+++++++J 1 1 I i t(n):a'*n3
0 300 600 900 1200 1500 1800 2100
Size (N)

The 99% confidence interval is within 1% of the reported median.

TH, W. Gropp, M. Snir, W. Kramer: Performance Modeling for Systematic Performance Tuning, IEEE/ACM SC11
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TH, W. Gropp, M. Snir, W. Kramer: Performance Modeling for Systematic Performance Tuning, IEEE/ACM SC11
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Part |I: Model r ™
|
o Model e
et |
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N
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Burnham, Anderson: “A model is a simplification or approximation of
reality and hence will not reflect all of reality. ... Box noted that “all
models are wrong, but some are useful.” While a model can never

be “truth,” a model might be ranked from very useful, to useful, to
somewhat useful to, finally, essentially useless.”

This is generally true for all kinds of modeling.
We focus on performance modeling in the following!

Cited by 33599

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016
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TH: Bridging Performance Analysis Tools and Analytic Performance Modeling for HPC
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Requirements modeling I: Six-step performance modeling

Input
parameters

Communication
parameters

Describe application
kernels

25000

spcl.inf.ethz.ch

3y @spcl_eth

_ _ Communication —
Fit sequential pattern

baseline 15000

Serial Model ------

Model P=1024 ——
|| Comm Owverhead 80
Pack Overhead —

Communication / 10000
computation overlap

5000

10-20% speedup [2] —

0 &=

[1] TH, W. Gropp, M. Snir and W. Kramer: Performance Modeling for Systematic Performance Tuning, SC11 0
[2] TH and S. Gottlieb: Parallel Zero-Copy Algorithms for Fast Fourier Transform and Conjugate Gradient using MPI Datatypes, EuroMPI'10

500 1000 1500
Grid Points per Process (L)

0
2000

Communication Overhead %]

18
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Requirements modeling Il: Automated best-fit modeling

= Manual kernel selection and hypothesis generation is time consuming (boring and tricky)

= |dea: Automatically select best (scalability) model from predefined search space
n «— number of terms

/\ =N
Number of f Z C IO " ,I\N
processes (p) k- g (p) i, 17

k=1 \(model) constant i TJ
5,J1Q
./
n=1
1={0,12}
={0,1}

[1]: A. Calotoiu, TH, M. Poke, F. Wolf: Using Automated Performance Modeling to Find Scalability Bugs in Complex Codes, IEEE/ACM SC13
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Requirements modeling Il: Automated best-fit modeling

= Manual kernel selection and hypothesis generation is time consuming (and boring)
= |dea: Automatically select best model from predefined space

él) : . n TN
—— l -~
f(p)=ac*p"*logy (p) W1
k=1 - 1og(p)+¢,- p Je W
-log( p)+c, - p-log( p) L,J1Q

|

. -log( p)+c, - p2
n=2 clJcmxPz ,-log( p)+¢, - p*-log( p)
) c,te'p - p+c,-p-log( p)
]—{0,1,2} c, +c, log(p) PHC, P
J=10.1} ~— ¢ tepilog(p)  G-p+C,-p*-log(p) \
¢, +c, ' p’xlog(p) .- p-log( p)+c,- p°

-p-log( p)+c, - p*-log( p)
-p®+c,-p*-log( p)

[1]: A. Calotoiu, T. Hoefler, M. Poke, F. Wolf: Using Automated Performance Modeting to Find Scalability Bugs in Complex Codes, IEEE/ACM/ASC13

—
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TECHNISCHE
UNIVERSITAT
DARMSTADT
Sweep3d Lulesh Milc HOMMAE BLAST NE
Talk: Fast Multi-Parameter Performance Modeling Tutorial: Insighful Automatic Performance Modeling
A. Calotoiu, et al. A. Calotoiu, F. Wolf, TH, M. Schulz
Tomorrow!! EEE Sunday, November 13th ‘lg’&‘!f.
10:30am Cabster 201 1:30pm - 5pm <1 E%e $16
Room: Grand Hall Ehactronies Engirmets Chator 2018 Room 355-C ‘;;5};;‘ st Losn Coug |
2016.09.13 - 15 "‘ Utah | mafters
Palais de Chine Hotel / Taipei, Taiwan

[1] Download Extra-P at: http://www.scalasca.org/software/extra-p/download.html
[2] A. Calotoiu, D. Beckingsale, C. W. Earl TH, I. Karlin, M. Schulz, F. Wolf: Fast Multi-Parameter Performance Modeling, IEEE Cluster 2016
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Requirements modeling lll: Source-code analysis [1]

= EXxtra-P selects model based on best fit to the data
= What if the data is not sufficient or too noisy?

= Back to first principles
» The source code describes all possible executions
= Describing all possibilities is too expensive, focus on counting loop iterations symbolically

for (J =1; J <=n; j = J*2) Loop extraction
for (k = j; k <= n; k = k++) Parallel program - S ‘
OperationInBody (], k) ; e .

i, mpi_comm world, request, ierr )
call mpi_send( buff2, 2, dp type, reduce_exch proc{i),

.>=1 <=n endz: mpi wait( request, status, ierr

S RS "SR
I o
| |,’

n—$--e-----k----k<=n
| N=(n+1log,n—n+2

— ? ° - : ( )ng B . ‘s M d I
’ ! Iremen . .

24 ¢ ! eql\JNe Ne > VIOGELS Number of iterations
1 7 —

1__+’ ________ :.____k>=1 o ‘p:]_ - n1(zo,1) n2(zo,2) nr—1(z0,r—1)
T T T ’ 2D DD DRI DI )

j D= N‘ i1=0  ig=0 ip_1=0

1 2 n p—>0

[1]: TH, G. Kwasniewski: Automatic Complexity Analysis of Explicitly Parallel Programs, ACM SPAA’14
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TH: Bridging Performance Analysis Tools and Analytic Performance Modeling for HPC
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Capability models for network communication

The LogP model family and the LogGOPS model [1]

A new parallel machine model reflects the critical technology

Ping-pong in simplified LogP (g<o, P=2)

4 PracTIcAL MODEL of Source [—- -
ParaLLEL COMPUTATION 0 L L

Dest.

Finding LogGOPS parameters Large scale LogGOPS Simulation

Netgauge [2], model from first principles, fit to data LogGOPSIim [1], simulates LogGOPS with 10

I i f—————— PRTT(1,0,8) — ” MPI k
using special wuior v T e = million ranks . .
T T 3 5 > B 375
kernels o G{G GG, GG “G‘G‘ g :Q—LEQ—LG /il//‘/i‘/i‘/f E :: E a7
Network RS Y S \ ARV VAN, ‘;E 44 5 aes
i g 2
<5% error o iow
LR W, g .
CPU H H !-_'_i-_'— = - Benchmarked % Beng'\‘rp“ua\ﬁ::T
Psra L | ° 6! L %) ierel L 2% s L 20 4 e 8 100 120 140 e = o
b g d b d Number of Processes b e

[1]: TH, T. Schneider and A. Lumsdaine: LogGOPSIm - Simulating Large-Scale Applications in the LogGOPS Model, LSAP 2010, https://spcl.inf.ethz.ch/Research/Performance/LogGOPSim/
[2]: TH, T. Mehlan, A. Lumsdaine and W. Rehm: Netgauge: A Network Performance Measurement Framework, HPCC 2007, https://spcl.inf.ethz.ch/Research/Performance/Netgauge/
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IRegistersI |Registers|

\
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Y

v
WL
e
\ QVIC
AT
\

Line 1 Line 1
: Bus -

Line 2 Line 2

Line 3 Line 3

0x0000
0x0001

.
.

Ty, read
(T, read
KT, read)

A
:
|
|
J1,SD¥

-

To, RFO T,  RFO IIA\\

T 4 SN ey .

\ ' 5 e | lid d =278
QG =~ Invalid read R, ns

|
i
|

(|J*p Local read: R,= 8.6 ns

Yoot COpTORRSSt
—

Ty, RFO
(T, evict)
Ri.

7% Remote read Rz = 235 ns

R..

S. Ramos, TH: “Modeling Communication in Cache-Coherent SMP Systems - A Case-Study with Xeon Phi “, ACM HPDC’13 U a e
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Part Ill: Understand

= Use models to
1. Proof optimality of real implementations
« Stop optimizing, step back to algorithm level
2. Design optimal algorithms or systems in the model
« Can lead to non-intuitive designs

= Proof optimality of matrix multiplication
= [ntuition: flop rate is the bottleneck
= t(n) = 76ps * n3
= Flop rate R = 2flop * n3/(76ps * n3) = 27.78 Gflop/s
= Flop peak: 3.864 GHz * 8 flops = 30.912 Gflop/s
Achieved ~90% of peak (IBM Power 7 IH @3.864GHz)

©

= Gets more complex quickly 0 ' ' ' | '
_ _ 0 300 600 900 1200 1500 1800 2100
* |magine sparse matrix-vector

Size (N)

Time [s]
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2) Design optimal algorithms — small broadcast in LogP [\, 0
L=2, 0=1, P=7 0
80 . , .
70 | 1
60 B I I )]
@« 50 f !
2 40%
- 40 —
£ — )
— 30 = 4
20 1
binary tree
10 | binomial tree ]
: | . optimal tree
0 10000 20000 30000 40000 50000

Numbers of Processes (P)

TH, D. Moor: Energy, Memory, and Runtime Tradeoffs for Implementing Collective Communication Operations, JSFI 2015
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Multi-ary tree example

depthd =2

d
7;bcast 7}10 + Z (C : kz + b) + Z %b(kz + 1)

i=1 i=1

Reached d i

threads Qoo NSlJFZijv Vi < j ki < kj
i=1j=1

S. Ramos, TH: “Modeling Communication in Cache-Coherent SMP Systems - A Case-Study with Xeon Phi “, ACM HPDC’13
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Measured results — small broadcast and reduction

P=10

P=58
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Performance

I 4 PracTicaL MobEL of
"l PararrLEL CoMPUTATION

Requirements Model

TH: Bridging Performance Analysis Tools and Analytic Performance Modeling for HPC
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Part IV Bulld R

= Enables to focus on

essential aspects of - =4
a system B < ,/
—
S N

Observe: optimize for cost, maintain performance:
= router radix, number of cables, number of routers - cost
= number of endpoints, latency, global bandwidth - capabilities
= Model: system as graph
= Understand: degree-diameter graphs
= Build: Slim Fly topology
= Result: non-trivial topology that outperforms all existing ones
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A BRIEF HISTORY OF NETWORK TOPOLOGIES

copper cables, small radix switches

Y

fiber, high-radix switches

Butterfly Kautz
Mesh
Clos/Benes Dragonfly
1980’s 2000’s ~2005 2008
Hypercube 2007 2008
|
Torus Fat Trees : Flat Fly Random
9 Trees @ | ﬁi% 2227
|
T S5
3 XA e
|

34
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A BRIEF HISTORY OF NETWORK TOPOLOGIES

5
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Bandwidth

Latency
Radix
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A BRIEF HISTORY OF NETWORK TOPOLOGIES

v./\:‘

(0‘\

&

o'

é’\\‘

-

N

2

2logy N
4

Bandwidth
Latency
Radix

36
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Bandwidth
Latency
Radix
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International Symposium on Computer Architecture

Technology-Driven, Highly-Scalable Dragonfly Topology*

John Kim
Northwestern University

William J. Dally Steve Scott Dennis Abts
Stanford University Cray Inc. Google Inc.

Evanston, IL 60208
jik12@northwestern.edu

Abstract

Evolving technology and increasing
vate the use of high-radix routers to rq
tency, and cost of interconnection nem
works, however, require longer cables
counterparts. Because cables dominate,
ber of cables, and particularly the num|
bles should be minimized to realize aif
this paper; we introduce the dragonfly
group of high-radix routers as a virtual
effective radix of the network. With
minimally routed packet traverses at mq
By reducing global channels, a dragon]
compared to a flattened butterfly and
folded Clos network in configurations W

We also introduce two new variants d
ing that enable load-balanced routing
router in a dragonfly must make an ad:

2010 18th IEEE Symposium on High Performance Interconnects

The PERCS High-Performance Interconnect

Baba Arimilli *, Ravi Arimilli *, Vicente Chung *, Scott Clark *, Wolfgang Denzel 1, Ben Drerup *. Torsten Hoefler 1
Jody Joyner *, Jerry Lewis *, Jian Li T, Nan Ni * and Ram Rajamony
* IBM Systems and Technology Group, 11501 Burnet Road, Austin, TX 78758
1 IBM Research (Austin, Zurich), 11501 Burnet Road, Austin, TX 78758
t Biue Waters Directorate, NCSA, University of Illinois at Urbana-Champaign, Urbana, TL 61801
E-mail: arimilli@us.ibm.com, rajamony@us.ibm.comn, htor@ illinois.edu

Abstract—The PERCS system was designed by IBM in re-
sponse to a DARPA challenge that called for a high-productivity
high-performance computing system. A major innovation in the
PERCS design is the network that is built using Hub chips that
are integrated into the compute nodes. Each Hub chip is about
580 mm" in size, has over 3700 signal I/Os, and is packaged
in a module that also contains LG A-attached optical electronic
deviees.

The Hub module implements five types of high-bandwidth
interconnects with multiple links that are fully-connected with a
high-performance internal crossbar switch. These links provide
over 9 Thits/second of raw bandwidth and are used to construct

po-leve : Do fens o

bandwidths do not scale accordingly. For instance, while
High Performance Linpack performance [5], [10] shows a
steady improvement over time, interconnect-intensive met-
rics such as G-RandomAccess and G-FFTE [5] show very
little improvement.

The challenge of building a high-performance, highly
productive, multi-Petaflop system forced us to recognize
early on that the entire infrastructure had to scale along with
the microprocessor’s capabilities. A significant component
of our scaling solution is a new switchless interconnect with

s b fanoy Lean Lo a two- v
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A BRIEF HISTORY OF NETWORK TOPOLOGIES m

\

9" Key insight: ] L

“It’s the diameter, stupid” E

~—

Lower diameter:

- Fewer cables traversed
- Fewer cables needed
- Fewer routers needed

Cost and energy savings:
- Up to 50% over Fat Tree
- Up to 33% over Dragonfly

Bandwidth =~ &
Latency =2-1
Radix =k
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DESIGNING LOWEST-DIAMETER TOPOLOGIES: A ONE-MINUTE PROOF

x Key method

Optimize towards the Moore
Bound [1]: the upper bound
on the number of vertices in a
graph with given diameter D
and radix k.

MB(D,k) =1 +k +k(k—1)
+k(k—1)%+ -

i/\

D—-1
MB(D, k) = 1 +kz(k _ 1)
i=0

[1] M. Miller, J. Siran. Moore graphs and beyond: A survey of the degree/diameter problem, Electronic Journal of Combinatorics, 2005.

ETHziirich -E- R i K A /\/ﬁﬁ’
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DESIGNING AN EFFICIENT NETWORK TOPOLOGY

CONNECTING ROUTERS: DIAMETER 2

Example Slim Fly design for diameter = 2: MMS graphs [1]

A subgraph with A subgraph with
identical groups of routers identical groups of routers

- — =
- — =
- -
- — =

i1

[1] B. D. McKay, M. Miller, and J. Siran. A note on large graphs of diameter two and given maximum degree. Journal of Combinatorial
Theory, Series B, 74(1):110 — 118, 1998 40
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((Mﬂﬁmm RV s

Groups form a fully-connected bipartite graph

spcl.inf.ethz.ch

-y @spcl_eth
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DESIGNING AN EFFICIENT NETWORK TOPOLOGY
CONNECTING ROUTERS: DIAMETER 2

€ sclect a prime power g @ Example: ¢ =5
q = 4w + J;
weN 6€{-101}

50 routers

9 Construct a finite field . etwork radic 7

Assuming q is prime:
AS“m Fly based on q . Tq = Z/qZ = {0’1’ ___’q —_— 1} TS = {0;1;2;3;4}

Number of routers: 2g?
Network radix: (3q — §)/2

b 3

2 P I EE"TTTITE
I EE =N EEE
i EHEEEE EEEEE )y
I EE =N EEE
. BN BN BN B BN BN B B B

with modular arithmetic.

42



ETHzurich -E-

spcl.inf.ethz.ch

9 @spcl_eth

Systems @ ETH s

DESIGNING AN EFFICIENT NETWORK TOPOLOGY
CONNECTING ROUTERS: DIAMETER 2

g Label the routers

Set of routers:
{0,1} X F, X F,

e Example: ¢ = 5

Routers (0,.,.) Routers (1,.,.)
01)/(02)(03)(04) (£,0,) (1,1,) (4 2.)(13,) (14,)

(0,0,0)
(0,0,1)
(0,0,2)
(0,0,3)
(0,0,4)

(1,4,0)
(1,4,1)
(1,4,2)
(1,4,3)
(1,4,4)

43
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DESIGNING AN EFFICIENT NETWORK TOPOLOGY

CONNECTING ROUTERS: DIAMETER 2 @ E Ml =15
Fs ={0,1,2,3,4}
e Find primitive element & e Build Generator Sets =2
§ € F, generates Fy: X = (1,82, 893 1=¢*mod5 =
All non-zero elements of Fq ¥ = ’ 3’ ’ g2 2* mod 5 = 16 mod 5
can be written as ¢'; i €N ={£,¢°, .., §" 7} T
X' =1{2,3}
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DESIGNING AN EFFICIENT NETWORK TOPOLOGY

CONNECTING ROUTERS: DIAMETER 2

@ Intra-group connections

@ Example: ¢ = 5
Two routers in one group are connected iff

their “vertical Manhattan distance” is an Take Routers (0,0, .)
element from:
X ={1,&%,...,973} (for subgraph 0) X =

X' ={¢ &3, ...,§972} (for subgraph 1)

o o o

g

% ==ma:
£ ==zzs

HH
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DESIGNING AN EFFICIENT NETWORK TOPOLOGY

CONNECTING ROUTERS: DIAMETER 2

@ Intra-group connections

@ Example: ¢ = 5
Two routers in one group are connected iff

their “vertical Manhattan distance” is an Take Routers (1,4,.)
element from:
X ={1,&2,..,8973} (for subgraph 0) X'={2,3}

X' ={¢ &3, ...,§972} (for subgraph 1)

e o

pegee

HHH
Hi

=
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DESIGNING AN EFFICIENT NETWORK TOPOLOGY

CONNECTING ROUTERS: DIAMETER 2
@ Example: ¢ = 5

. i m=0,c=0
0 Inter-group connections Take Router (1,0,0)
Router (0,x,y) <= (1,m,c) (1,0,0) < (0,x,0)
iff y=mx+c Take Router (1,1,0) m=1,c=0

(1,0,0) < (0, x, x)

(1.0.0) (1,
v

=
(=)

,0)

!

ol
L
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CosT COMPARISON

100+

Total cost [millions of $]
a1 ~
o o1
L 1

N
o1
1

AT,

¥l
TAY
a¥i

1 1
0 10 20 30
Number of endpoints [thousands]

M. Besta, TH: Slim Fly: A Cost Effective Low-Diameter Network Topology, ACM/IEEE Supercomputing 2014, SC14

40

Topology

-®- Long Hop
-& Hypercube
- Torus 5D

—+ Fat Tree

- Torus 3D

& Random Top..
—>¢ Flat. Butterfly

=¥ Dragonfly
¥* Slim Fly
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A LOWEST-DIAMETER TOPOLOGY A COST & POWER EFFECTIVE TOPOLOGY
—~ Approaching the Moore Bound > 25% less expensive than Dragonfly,

- Resilient

opol
. LH-HC

- 26% less power-hungry than Dragonfly

A HIGH-PERFORMANCE TOPOLOGY

- Lowest latency |
= Full global bandwidth [./=®=

Buftor siza fits) | | [PE— TP
B i} s

o
=

=3

yicyclesi
<

latenc
n
<

104

000 025 050 075 1.
Offered load
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How to continue from here?

) = Data-centric, explicit requirements
Transformation System =\ models
= User-supported, compile- and run-time
memlets operators %—

- |.."|..‘ 1-"'1.

d L
At —
- .-"'.'-"'.'-"'.'- —
At DCIR i,
= .‘-.'.‘-...‘-.'." sateeeeys European Research Council
AP P ,'..:':':Q.étrc Established by the European Commission
“0q200 :
e soue® Supporting top researchers

....... .
""" from anywhere in the world

i’

HTM

(1] : NISA [3] portals

[1]: M. Besta, TH: Accelerating Irregular Computations with Hardware Transactional Memory and Active Messages, ACM HPDC’15
[2]: R. Belli, TH: Notified Access: Extending Remote Memory Access Programming Models for Producer-Consumer Synchronization, IPDPS’15
[3]: S. Di Girolamo, P. Jolivet, K. D. Underwood, TH: Exploiting Offload Enabled Network Interfaces, IEEE Micro’16
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Advancing with Scientific Performance Engineering

- 1) Observe

= Collect nonparametric
statistics online

= Reduce to small number
of parameters

ey

‘.

Min: 1.57
Max: 7.2

16

\:}.,’,,‘_, L’M“
3) Understand ~ ()

I

| 2) Model
_J?

iy

99% tl !Med ian)

[
Med fr/ithmeticMean E
|»+’.§9%CI (Mean) i
|
|
1? 18 1.9 2.0 [ |
heap topology M N
\ P
. N
/ 4) Build CT) |
D

rmm-mumn'm

=

spcl.inf.ethz.ch

9 @spcl_eth
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Model ACcuracy Tradeoffs
= Modeling vs. Simulation [1]

Benchmark Cycle-accurate simulation Model-based simulation Analytical Model

Number of Parameters/Complexity

O} uliucioswlal iu ~ \; B - ‘\‘
e @ ) ) 4) Build C
oar in LogGOPEs— B P S ~——" ‘ g

52
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Advancing with Scientific Performance Engineering

/

1) Observe

T

= Large broadcast ... and many

3) Understand 01 t/m\)\(,\\
i
L

others, unclear in LogGOPS,
even LogGP [1]

~—— I

‘.




- . , A ) spcl.inf.ethz.ch
ETHziirich -i' | I T A g ospe et

ystems @ ETH e

Advancing with Scientific Performance Engineering

é \J | o)

1) Observe J‘ 2) Model ;%
r"\ \ / / : TN
- (U O)-

/{wp

|

L
T
"™WMC

/\ ; Modular Low-Diameter Topologies

[ i

? = How to combine smaller
pieces into a single
cheap topology?

3) Undestand = © \/"“‘)
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Advancing with Scientific Performance Engineering

g 1) Observe J 2) Model C;;m
E"W\LL

Op

55
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Backup
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